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Abstract 

Much research has been devoted to developing usability 
evaluation methods that are used in evaluating interaction 
designs. More recently, however, research has shifted away 
from evaluation methods and comparisons of evaluation 
methods to issues of how to use the raw usability data 
generated by these methods. Associated with this focus is 
the assumption that the transformation of the raw usability 
data into usability information is relatively straightforward. 
We would argue that this assumption is incorrect, especially 
for novice usability practitioners. In this article, we present a 
structured process for transforming raw usability data into 
usability information that is based on a new way of thinking 
about usability problem data. The results of a study of this 
structured process indicate that it helps improve the 
effectiveness of novice usability practitioners. 
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Introduction 

Much research has been devoted to developing usability 
evaluation methods that are used in evaluations of 
interaction designs. Example usability evaluation methods 
include cognitive walkthroughs (Polson et al., 1992), 
heuristic evaluations (Nielsen, 1994), remote usability 
evaluation methods (Castillo et al., 1998), and lab-based 
usability testing (Hix & Hartson, 1993). The focus of these 
evaluation methods is the collection of usability problem (UP) 
data.  
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More recently, however, research has shifted away from evaluation methods and comparisons 
of evaluation methods to issues of how to use the UP data generated by methods. Wixon 
(2003), for example, discusses issues that are important in actually fixing UPs, such as resource 
limitations and contextual factors. Hornbæk and Frøkjær (2005) also take a practical 
perspective and discuss the effectiveness of redesign proposals to accompany UP descriptions; 
these proposals describe how to improve the interaction design to minimize or eliminate the 
flaws that result in UPs for users. Additionally, Theofanus (2005) describes which elements to 
include in a formative usability evaluation report to best meet the needs of a client. 

This new focus on fixing UPs is appropriate given the continued maturation of the usability 
engineering discipline. Associated with this focus, however, is the assumption that transforming 
the raw usability data generated by evaluation methods into usability information is relatively 
straightforward. We would argue that this assumption is not practical in interaction design 
applications today.  

One reason is the presence of the evaluator effect. Previous research has confirmed the 
tendency of usability practitioners to find different types and numbers of UPs during usability 
evaluations (Jacobsen et al., 1998). There is variation in what usability practitioners identify as 
being important, especially given vastly different experience levels. 

A second reason is that usability data may exist in a variety of forms such as notes, video, 
audio, and textual critical-incident descriptions and may come from a variety of sources such as 
self-reports by remote users, usability lab testing data, and inspections performed by usability 
experts. As such, it may be difficult for a usability practitioner to make meaning consistently out 
of the data and recognize UPs.  

A third reason is that the same UP may be experienced by multiple participants or multiple 
times by one participant and may be described at different levels of abstraction (Cockton & 
Lavery, 1999). For example, one UP description may focus on a problem with the labeling of a 
specific menu item, while another UP description may deal with the same problem with the 
labeling of all menu items. 

A fourth reason is the lack of consensus among usability researchers regarding how to describe 
a UP. There have been a number of UP definitions and UP description formats described in the 
literature, which vary to differing degrees (Cockton et al., 2004, Lavery et al., 1997). 
Additionally, recent work has minimally addressed and sometimes avoided the issue of how to 
describe UPs. For example, the instructions for usability practitioners in the fourth Comparative 
Usability Evaluation (Dumas et al., 2004) specified that UPs should have descriptions, but did 
not specify what to include in the descriptions.  

Lund states that usability engineering "needs to grow as a science and engineering discipline 
based on research and at least as importantly theory" (2006). In line with Lund's article, we 
argue that there is a need for a more structured approach to transforming raw usability data 
into usability information. Currently, this transformation is more of an art than a process and is 
highly dependent on the researcher’s skill and experience. 

In this article, we present a structured process for transforming raw usability data into usability 
information that is based on a new way of thinking about usability problem data. We then 
describe a study that we conducted to evaluate this structured process. We conclude with a 
discussion of the implications and limitations of the study. 

Structured Process for Transforming Raw Usability Data into Usability 
Information 

Many sources describe the usability evaluation process using a variety of techniques and 
methods; for examples the reader is referred to Hix and Hartson (1993). All usability evaluation 
processes whether they use empirical or analytical techniques have three basic stages: usability 
data collection, UP analysis, and usability evaluation reporting. 

The ultimate goal of the usability evaluation process is to transform raw usability data into 
usability information that can be used to improve an interaction design. Current approaches 
(Figure 1) rely on the expertise of usability practitioners to extract UPs from the raw usability 
data in the usability problem analysis stage. The extraction of UPs, however, is not 
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straightforward. Raw usability data are typically very specific and detailed, while usability 
problems are necessarily general. The gap between raw usability data and usability problems is 
quite significant and is replete with substantial individual variation. As an example, consider a 
usability evaluation of a banking website that does not provide adequate feedback concerning 
the results of transfers and other transactions. The raw usability data might include comments 
on delays, inappropriate action sequences, or puzzled remarks by participants. The relationship 
between these comments and the overall problem of inadequate feedback may not be 
immediately understandable, particularly to novice usability practitioners. 

Usability evaluation report

Usability Data Collection

Usability Evaluation Reporting

Usability Problem Analysis

Usability problem
descriptions

Raw usability data

Interaction
design

User task 
performance

 

Figure 1: Current usability evaluation process 

We introduce the concept of UP instances to serve as a bridge between raw usability data and 
usability problems. Each occurrence of a UP as encountered by a participant and observed by 
the evaluator is a UP instance. The same UP may be experienced by multiple participants or 
multiple times by one participant. For example, consider a usability evaluation of an image 
manipulation program in which the handle for adjusting the size of shapes and images is too 
small. One UP is related to physical actions or the ability of the participants to click on or drag 
the handle. A new UP instance is used to document each time each participant has difficulty 
clicking on or dragging the handle. Each UP instance may involve a different context; one 
participant may encounter the problem while trying to resize a shape, while another may have 
trouble cropping an image. 

A study by Howarth (2007) suggests that working at the UP instance level of abstraction as 
opposed to working with raw usability data can help facilitate the understanding and relating of 
usability data. Howarth had two groups of novice usability practitioners watch a video of users 
performing tasks in a course management application and create records of UP instances. One 
group of novice usability practitioners used a commercial usability engineering tool that only 
supported the collection and analysis of raw usability data. The other group used a tool 
developed for the study that only supported the collection and analysis of UP instances. The 
group using the tool that required them to work at the UP instance level of abstraction was 
more reliable in terms of the UP instances identified. Additionally, the descriptions of the UP 
instances were of higher quality. 

UP instances form the basis for our structured usability evaluation process for translating raw 
usability data into usability information (Figure 2). This process includes the identification of UP 
instances in the usability data collection stage. The usability practitioner produces brief UP 
instance records that contain just enough information to describe the UP instance.  
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Figure 2: Structured usability evaluation process 

During the UP analysis stage, the usability practitioner fills in the UP instance records from the 
usability data collection stage with more details as necessary. The usability practitioner then 
merges the UP instance records. Merging involves combining UP instances that map to the same 
UP. The UP description includes what the evaluator predicts as the effect that an interaction 
design flaw has on the user. 

In the usability evaluation reporting stage, the usability practitioner uses the UP descriptions 
generated during the UP analysis stage to create usability evaluation reports to guide 
subsequent fixing of the interaction design. Grouping involves associating UPs in a manner that 
is most appropriate for the target audience of the usability evaluation report. For example, 
developers may want to know specific areas of an interface that are involved in a UP, while 
managers may want an executive summary of an interaction design’s strengths and 
weaknesses.  

Figure 3 shows a concrete example of using the process to transform raw usability data. The 
figure shows the transformation of usability data collected during a lab-based evaluation of an 
online photo album application. A user is expected to first create an album and then upload 
pictures to store in the album. The user can design pages in the album. Each page has two view 
modes: organize and edit. The organize mode is used to arrange pictures, while the edit mode 
is used to edit a photo in place. Comments C1 to C5 are combined into UP instance UPI1, and 
comments C6 and C7 are combined into UP instance UPI2. Both UPI1 and UPI2 are instances of 
the same UP, so they are merged to form UP1. Additional UP instances from later in the 
evaluation are merged to form UP2, which is then grouped for reporting purposes with UP1 to 
form G1. 
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C1 - Participant is scrolling 
the page and searching for 
something

C2 - Participant scrolled past 
the link to create a new album
C3 - Participant said “I can’t 
seem to find a link to upload 
a picture.”

C4 - There is no link to upload 
a picture yet, participant 
needs to use the “Create a 
new album” link

C5 - Participant continued to 
search the page for 1 minute

C6 – Participant is confused 
by the “Design” link
C7 – Participant said “What 
does it mean to design a 
picture?”

C8 - Participant is searching 
for a way to view a full size 
version of the picture that he 
just uploaded

C9 - . . .

Raw Usability Data
Comments

UPI1 - The participant does 
not understand that an 
album must be created 
before pictures can be 
uploaded and stored in it.

UPI2 – Participant does not 
understand that the design 
link allows for selecting 
colors, fonts, etc for album 
pages and does not apply to 
individual pictures 

UPI3 – The participant does 
not understand the 
difference between the 
organize and view modes of 
the album.

Usability Problem
Instances

Usability Problems

UP1 - Participants do not 
understand the overall 
system metaphor of a photo 
album. This usability problem 
affects the ability of 
participants to develop a plan 
for using the system.

UP2 - Participants have 
trouble creating pages of the 
album. Users drag thumbnail 
versions of images onto 
pages in organize mode. In 
view mode, they are able to 
click on the thumbnails to see 
the full-size images.

Merging

Merging

G1 – Need to provide 
more information on 
the system model

Grouping

 

Figure 3: An example of using the structured process to transform usability data from an online 
photo album application. The vertical axis represents time 

Methods 

We conducted a study to evaluate how support for a structured process for transforming 
usability data affects the effectiveness of usability practitioners. We define effectiveness as the 
accuracy and completeness with which a usability practitioner can produce usability evaluation 
reports; this definition is based on the ISO definition (1998).  

The participants in this study watched videos of representative users performing tasks with 
Scholar, a course management system. These participants, whom we refer to as evaluators, 
produced usability evaluation reports using one of two usability engineering tools. We recorded 
time data while the evaluators created their usability evaluation reports. Individuals with 
usability experience, whom we refer to as judges, rated the usability evaluation reports from 
the perspective of a usability practitioner to create measures of quality. The developers of 
Scholar also rated the usability evaluation reports to create additional measures of quality. 

In experimental design terms, this study is a between-subjects design with support for the 
structured process (no support = freeform, support = structured) as the independent variable. 
The dependent variables were time measures and measures of usability evaluation report 
quality as rated by judges and by developers. 
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Effectiveness was of primary interest for this study. We did, however, assume a fixed-resources 
environment in an attempt to simulate a real world effort where people and time resources are 
relatively fixed. We recorded the amount of time that it took the evaluators to perform the 
evaluations to confirm this operating assumption. 

Participants 
As mentioned in the overview for this study, the participants are referred to as evaluators. The 
evaluators in this study were not experienced usability practitioners. We made a conscious 
decision to focus on novice usability practitioners. The literature suggests that skill plays an 
important part in usability evaluation. For example, a study by Nielsen (1992) found that 
usability specialists were better than non-specialists at using heuristic evaluation to evaluate an 
interface. Also, in a study comparing the iterative development of designs by human factors 
specialists and programmers, Bailey (1993) concludes that “the training and background of 
designers can have a large effect on user interface design”. Experienced usability practitioners 
typically have developed methods and strategies that work for them. Novice usability 
practitioners, on the other hand, may interpret data incorrectly or fail to recognize important 
usability data without the guidance and support that can be provided by a structured process. 
As a result, novices stand to gain more in terms of effectiveness. 

Sixteen evaluators participated in this study, eight in each treatment. All the evaluators were 
Virginia Tech graduate students who had one or more of the following qualifications: 

• Had completed or were enrolled in a usability engineering or human-computer 
interaction course 

• Had usability engineering research experience  

Additionally, all the evaluators selected for the study had less than one year of job experience 
related to usability engineering, thereby qualifying them as novices. 

Evaluators were recruited from university mailing lists. Fourteen of the participants were 
students in the Department of Computer Science and two were students in the Department of 
Electrical and Computer Engineering. Fourteen had experience with systems similar to Scholar, 
but none had ever used Scholar. 

Materials 

Videos of Representative User Sessions 

Evaluators in this study watched videos of two representative users performing tasks in Scholar, 
Virginia Tech's adaptation of an open system called Sakai (http://www.sakaiproject.org/). The 
total length of all three videos combined was approximately 12 minutes. One representative 
user performed the tasks of adding a student to and removing a student from a course, and the 
other representative user performed the task of adding a student to a course. The videos were 
selected from screen action video and audio recordings that we made of five representative 
users during an earlier usability evaluation of Scholar (Figure 4). 
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Figure 4: Representative user's role; the numbers in parentheses indicate the number of 
individuals in each role 

Usability Engineering Tools 

Evaluators used two different usability engineering tools in this study. Evaluators in the 
treatment without explicit support for the structured process used Morae (TechSmith), a 
usability recording tool that allows evaluators to capture screen video, user video, and user 
audio in an integrated digital file with markers that indicate comments. Evaluators in the 
treatment with explicit support for the structured process used the Data Collection, Analysis, 
and Reporting Tool (DCART), which we developed for the study. DCART structures the process 
of recording and analyzing usability data to create usability information. 

 

Figure 5: Usability problem instance record in DCART 
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DCART is documented in detail in Howarth (2007). For illustrative purposes, however, we 
include two screenshots of it in this article. Figure 5 shows a sample UP instance record. The 
section at the top contains context information as well as information about the time at which 
the UP was encountered in the task run. The remainder of the record contains fields that are 
filled out by the evaluator. The evaluators merged and grouped these records using the view in 
Figure 6. 

 

Figure 6: DCART view for merging and grouping usability problem instances 

Procedure 
We filtered participants via a background survey and performed matching on basic knowledge 
(usability engineering or human-computer interaction), experience with systems similar to 
Scholar, and English language skills, so that the participants were as evenly distributed between 
treatments as possible. In one treatment, evaluators used Morae to conduct a usability 
evaluation; in the other treatment, evaluators used DCART to conduct a usability evaluation. We 
notified evaluators who had been selected to participate in the study via email and had them 
choose a date and time that was convenient for them from a list of available dates and times. 
Each evaluator participated in one study session that lasted no more than two and a half hours. 
Evaluators participated individually; each study session consisted of only one evaluator.  

Regardless of the tool that they used, the evaluators followed the same basic process. During 
the first hour, the evaluators performed activities to familiarize themselves with their tool and 
the steps involved with performing a usability evaluation. During the next one and a half hours, 
the evaluators performed a usability evaluation of Scholar. The evaluators were told that they 
were to prepare usability evaluation reports for the developers of Scholar. 

The evaluators began the evaluation of Scholar by watching a video that introduced Scholar, a 
video of a correct way to add a student to a course, and a video of a correct way to remove a 
student from a course. Next, the evaluators watched a video of a representative user trying to 
add a student, a video of a second representative user trying to add a student, and a video of 
the first representative user trying to remove a student. While the evaluators watched the 
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videos of the representative users, they recorded comments (Morae) or created UP instance 
records (DCART). The evaluators watched the three videos one time through without pausing or 
stopping to simulate conducting a usability evaluation in real time. Thereafter, they were 
allowed to rewind, play, fast forward, pause, and stop the videos as much as they needed. The 
evaluators submitted usability evaluation reports as Microsoft Word documents. Figure 7 shows 
the tools and objects that the evaluators used and produced. 

Creates

Investigator

Observes

(1)

I

Time 
Measures

Time

Evaluators

(16)

E

Watch

Use

Create

Video of 
Sessions

Usability
Engineering Tool:
Morae or DCART

Usability
Evaluation
Reports

Rep

 

Figure 7: Evaluator's role; the numbers in parentheses indicate the number of individuals in 
each role 

The evaluators who used Morae did not have explicit support for the structured process of 
translating raw usability data into usability information. These evaluators made time-stamped 
comments using the observational capture features of Morae Remote Viewer while they watched 
the videos of representative users. They reviewed their comments, added new comments, and 
reviewed the video using Morae Manager, an advanced playback tool that allows the evaluator 
search and review specific comments. They then created usability evaluation reports based on 
their comments.  

The evaluators who used DCART created UP instance records while watching the videos. One UP 
instance record documented one instance of UP as experienced by a representative user. The 
evaluators filled out the name and description fields of the UP instance record while they 
watched the videos of the representative users the first time. They filled out other fields in the 
UP instance record after they had watched all the videos one time through; these fields were 
used to document the user interface object or objects associated with the UP instance, designer 
knowledge about how the design should work, and solution suggestions. The evaluators used 
built-in functions to merge UP instances that described the same UP and group related UPs. 
They also used a function built into DCART to generate a usability evaluation report based on 
the UPs and groups of UPs that they had created. All the evaluators modified the usability 
evaluation report generated by DCART. 
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Measures 

Time 

As described in the overview of this study, evaluator effectiveness was of primary interest for 
this study. Because we assumed a fixed-resources environment, however, we wanted to remove 
efficiency as a point of consideration. As a result, we recorded the amount of time that the 
evaluators spent performing the evaluation and whether evaluators finished. 

Usability Problem Instance Quality As Rated By Judges 

A number of steps were involved in calculating quality as rated by judges. First, we selected six 
guidelines developed by Capra (Accepted for publication, 2007a) for UP descriptions. Next, two 
individuals with usability experience, whom we refer to as judges, rated the usability evaluation 
reports produced by evaluators based on the guidelines from the perspective of a usability 
practitioner. Finally, the ratings were used as inputs to calculate a measure of quality. Figure 8 
shows the objects that the judges used and produced. 

Measures of
Quality Rated

by Judges 

Qual (J)

Judges

(2)

J

Read

Use

Assign ratings
to create

Usability
Evaluation
Reports

Rep

Capra

Capra’s
Guidelines 

 

Figure 8: Judge's role; the number in parentheses indicates the number of judges 

CAPRA'S GUIDELINES 
Capra (Accepted for publication, 2007a) developed 10 guidelines for UP descriptions based on 
surveys of usability practitioners. Capra (Accepted for publication, 2007b) tested six of these 
guidelines in a study in which practitioners and graduate students watched the same 10-minute 
recording, which showed sessions with representative users of a web site, and created usability 
evaluation reports. Three judges rated each of the usability evaluation reports using the 
guidelines. The practitioners received higher ratings across all guidelines and specifically for 
three guidelines. Capra’s work suggests that the guidelines can be applied as measures of 
quality of usability evaluation reports.  

For this study, we included the six guidelines used by Capra (Accepted for publication, 2007b). 
We modified the guidelines in terms of presentation by changing them from paragraphs to 
bulleted lists. The guidelines are as follows: 

• Be clear and precise while avoiding wordiness and jargon 

• Describe the impact and severity of the problem 

• Support your findings with data 

• Describe the cause of the problem 
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• Describe observed user actions 

• Describe a solution to the problem 

JUDGES 
We asked two professional contacts to serve as judges. One judge is a practicing usability 
professional, and the other judge is a doctoral computer science student with academic usability 
engineering and human-computer interaction experience. The judges watched the same videos 
of Scholar as the evaluators watched during their study sessions. The judges worked 
independently and viewed the evaluators’ usability evaluation reports in different orders; one 
judge’s ordering was the reverse of that of the other to balance any potential familiarization or 
learning effects. The judges rated each evaluator's usability evaluation report on each guideline 
using a 6-point Likert-type scale with the following values:  

• strongly disagree 

• disagree 

• somewhat disagree 

• somewhat agree 

• agree 

• strongly agree 

JUDGE QUALITY MEASURE 
We calculated the mean rating across all guidelines. The mean rating is intended to represent 
quality per treatment. A higher mean rating would map to more agreement with the guidelines, 
thereby indicating higher quality. 

Usability Problem Instance Quality As Rated By Developers 

A number of steps were involved in calculating measures of quality as rated by the developers. 
First, we created a questionnaire based on the set of Capra's guidelines. Next, three developers 
from the Scholar development team used the questionnaire to rate the usability evaluation 
reports produced by evaluators. Finally, the ratings were used as inputs to calculate a measure 
of quality. Figure 9 shows the objects that the developers used and produced. 
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Evaluation
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Rep

?
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Figure 9: Developer's role; the number in parentheses indicates the number of developers 

We included developer input via quality ratings to get the developers' feedback on the usability 
evaluation reports produced by the evaluators. Previous studies have included developer input. 
Hoegh et al. (2006) (which also includes previous work by Nielsen et al. (2005)) interviewed 



18 

Journal of Usability Studies Vol. 3, Issue 1, November 2007 

developers to obtain feedback on observation of user tests and usability evaluation reports. 
Hornbæk and Frøkjær (2005) interviewed developers regarding the utility of redesign proposals. 
Additionally, Law (2006) worked with developers to gather feedback on factors that influenced 
which usability problems the developers fixed. This study is similar to previous studies in that 
we are interested in the developers' feedback on the utility of the usability evaluation reports. 
This study differs from the ones performed by Hoegh et al. and Hornbæk and Frøkjær in that we 
are comparing different processes for producing usability evaluation reports instead of 
comparing usability evaluation reports to other forms of feedback. This study differs from the 
work by Law in that it focuses more on how the usability evaluation reports are produced as 
opposed to why developers interpret some usability evaluation reports to be better than others. 

DEVELOPERS 
Three Scholar developers participated in this study. In exchange for their involvement, we 
performed a formative usability evaluation of Scholar, produced a usability evaluation report, 
and presented the results at a Sakai conference. The developers watched the same videos of 
Scholar as the evaluators watched during their study sessions. The developers worked 
independently and viewed the evaluators’ usability evaluation reports in different orders to 
balance any potential familiarization or learning effects. 

The questionnaire was designed to provide a view of the quality of the usability evaluation 
reports from the perspective of the developers. Questions 1 through 6 provided information on 
the quality and mapped to Capra's guidelines; we refer to them as the guideline questions. The 
guideline questions had a six-point Likert-type scale identical to the one used by the judges. 
Question 7 was a summary question that was intended to get a measure of a developer’s 
overall opinion of the usefulness of a usability evaluation report. Developers assigned a value 
from 1 to 10, with 1 indicating that a usability evaluation report was not useful and 10 
indicating that it was very useful. 

DEVELOPER QUALITY MEASURES 
We calculated the mean rating across the guideline questions, as well as for the summary 
question. The mean ratings are intended to represent quality per treatment. A higher mean 
rating for the guideline questions would map to more agreement with the guidelines, thereby 
indicating higher quality. A higher mean rating on the summary question would indicate a 
higher level of usefulness as perceived by the developers. 

Hypotheses 

Time 

We hypothesized that support for the structured process would not affect the time that it took 
novice evaluators to perform evaluations. 

Quality as Rated by Judges 

We hypothesized that support for the structured process would increase the quality of the 
usability evaluation reports as rated by judges. 

Quality as Rated by Developers 

We hypothesized that support for the structured process would increase the quality of the 
usability evaluation reports as rated by developers. 

Results 

Time 
The mean time for the freeform treatment was 4051 seconds (SD=902), and the mean for 
structured treatment was 4261 seconds (SD=865). A t-test indicated that there was not a 
significant difference between the treatment means, t(14)=0.48, p=0.64. There was also no 
significant difference between treatments in the number of evaluators who finished. In the 
freeform treatment, all eight evaluators finished; in the structured treatment, seven evaluators 
finished. The data supported our hypothesis that the structured process would not affect the 
evaluation in terms of time. 
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Quality as Rated by Judges 
Means are based on individual ratings given by each judge, rather than the sum of the two 
ratings. Judges rated on a 6-point scale, which has been adjusted to a rating from –2.5 to 2.5. 
The adjustment was made, so that the value of 0 corresponds to the middle point between the 
somewhat disagree and somewhat agree points on the scale. The difference in mean rating 
across all guidelines by treatment was tested as part of a 2x6x2 mixed-factor ANOVA, with 
treatment as a between-subject factor, guideline and judge as within-subject factors, and 
evaluator as a repeated measure. There was a guideline main effect, F(5,168)=7.36, p<0.01; a 
judge main effect, F(1,168)=24.97, p<0.01; and a treatment main effect, F(1,168)=3.95, 
p<0.05. There were no interaction effects. 

The guideline main effect indicated that some guidelines had mean ratings that were 
significantly different from other guidelines. This result was expected and was not of particular 
interest for this study. 

The judge main effect was explored using a t-test of least square means; the mean rating for 
judge j1 (M=0.81, SD=1.34) was significantly greater than the mean rating for judge j2 
(M=0.08, SD=0.85), t(168)=-5.00, p<0.01. Although judge j1 gave higher ratings than judge 
j2, the judges' ratings were associated, meaning that they gave higher/lower ratings to the 
same evaluator. Association was tested using Pearson's product-moment correlation by 
treatment. Using an alpha level of 0.05, there was a significant correlation between the judges 
for the freeform treatment, r=0.71, p<0.01, and for the structured treatment, r=0.55, p<0.01. 

The treatment main effect indicated that mean rating for the structured treatment, M=0.45, 
SD=1.17, was significantly greater than for the freeform treatment, M=0.10, SD=1.54 (Figure 
10), which supported our hypothesis. 
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Figure 10: Quality as rated by judges; bars represent mean error 

Quality as Rated by Developers 
Means for the guideline questions are based on individual ratings given by each developer, 
rather than the sum of the three ratings. Developers rated on a 6-point scale, which has been 
adjusted to a rating from –2.5 to 2.5. The difference in mean rating by treatment was tested as 
part of a 2x6x3 mixed-factor ANOVA, with treatment as a between-subject factor, question and 
developer as within-subject factors, and evaluator as a repeated measure. There was a 
treatment main effect, F(1,252)=4.49, p=0.03. There were no other main effects or interaction 
effects. 

The treatment main effect indicated that mean rating for the guideline questions for the 
structured treatment, M=1.21, SD=0.97, was significantly greater than for the freeform 
treatment, M=0.39, SD=1.43 (Figure 11), which supported our hypothesis. 
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Figure 11: Quality as rated by developers (guideline questions, numbers 1 to 6); bars 
represent mean error 

Both a histogram and a normal quantile plot suggested that the rating data for the summary 
question was not normally distributed and had a severe negative skew. As a result, a Wilcoxon 
rank-sum test, a non-parametric test, was performed. The test indicated that there was a 
significant difference in the medians between treatments, p<0.01; the median of the structured 
treatment was greater than the median of the freeform treatment (Figure 12), which supported 
our hypothesis. 
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Figure 12: Usefulness as rated by developers (summary question, number 7); bars represent 
mean error 

Discussion 

The results supported our hypotheses. The evaluators in this study who used a structured 
approach to transform usability data produced usability evaluation reports that were rated to be 
of higher quality by both judges and developers. Additionally, these evaluators did not require 
any more time than the evaluators who used a freeform approach.  

One interpretation of these results is that a structured process helps novice usability 
practitioners understand and relate usability data. It is necessary to understand the usability 
data generated during the usability data collection stage to accurately and completely describe 
UPs. The higher ratings assigned by judges and developers support this interpretation. 
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The results of this study, however, do not provide any data concerning the use of a structured 
process to help novice usability practitioners identify important usability data. In fact, we would 
argue that a structured process helps novice usability practitioners work with usability data, but 
it does not help them identify important usability data. Identification is related to a usability 
practitioner's ability to notice critical incidents, which can only be improved through experience 
or education. 

Practical Implication 

We embedded a structured process for working with usability data into DCART. The evaluators 
who used DCART produced usability evaluation reports of higher quality. This result suggests 
that the effectiveness of novice usability evaluators can be improved through better usability 
engineering tool support.  

Existing usability engineering tool support helps to improve the efficiency of experts, but does 
little to improve the effectiveness of novices. Experienced usability practitioners typically have 
developed methods and strategies that work for them; they benefit from usability engineering 
tool support mostly in terms of efficiency because the tools automate tasks for them and allow 
them to produce quality usability evaluation reports in less time. Novice practitioners, on the 
other hand, may fail to understand and relate usability data appropriately without the guidance 
and support that can be provided by a usability engineering tool. As a result, novices stand to 
gain more in terms of effectiveness. Accordingly, it is important to include appropriate support 
in usability engineering tools. 

Limitations of this Study 

One limitation was the use of only three relatively short video clips (three to six minutes each) 
of representative users performing tasks with Scholar. In a real lab-based usability evaluation, 
an evaluator would watch a user perform a number of tasks over a longer period of time 
(typically one to two hours) and would have more of an opportunity to observe and understand 
the difficulties experienced by the user. We limited the number and length of video clips 
because we wanted to simulate a fixed-resources environment, which is novel for this area of 
research, but which might reflect real-world development constraints. We did, however, provide 
the evaluators in the study with background information on the context for the tasks and 
explain that the tasks represented a subset of tasks from an evaluation with five representative 
users. We also provided the evaluators with videos on Scholar and the correct way to perform 
the tasks attempted by the representative users. 

A second limitation, in terms of generalizing the results, was the focus on novice usability 
practitioners. The structured process includes a model of the transformation of usability data 
that can be referenced by usability practitioners of all skill levels. Novice usability practitioners, 
however, will benefit most in terms of effectiveness from the application of the structured 
process because they have not developed a framework to help them understand or describe 
usability problems. 

Practitioner’s Take Away 

• There is a need for a more structured approach to transforming raw usability data 
generated by usability evaluation methods into usability information. Currently, this 
transformation is more of an art than a process and is highly dependent on the skill and 
experience of the usability practitioner. 

• Usability problem instances serve as a bridge between raw usability data and usability 
problems. Each occurrence of a usability problem as encountered by a participant and 
observed by the evaluator is a usability problem instance. The same usability problem 
may be experienced by multiple participants or multiple times by one participant. 

• For transforming usability data into usability information, a structured process based on 
usability problem instances can improve the effectiveness of novice usability 
practitioners.  

• Existing usability engineering tool support helps to improve the efficiency of experts, 
but does little to improve the effectiveness of novices. To continue to grow the usability 
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engineering profession, it is important to improve usability engineering tools, so that 
they better support novices. 
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